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Abstract. In this paper, we report a robust, efficient, and automatic method for matching infrared tracked markers for human motion analysis in computer-aided physical therapy applications. The challenges of this task stem from non-rigid marker motion, occlusion, and timing requirements. To overcome these difficulties, we use pair-wise distance constraints for marker identification. To meet the timing requirements, we first reduce the candidate marker labels by proximity constraints before enforcing the pair-wise constraints. Experiments with 38 real motion sequences, our method has shown superior accuracy and significant speedup over a semi-automatic proprietary method and the Iterative Closest Point (ICP) approach.

1 Introduction

Infrared tracked marker analysis is widely used for human motion analysis in computer-aided physical therapy [8] and related applications. In his paper, Klaus Dorffmuller-Uphaas uses a Kalman Filter to perform optical motion tracking [4]. Alexander Hornung discusses a method that automatically estimates all parameters on the fly [6]. Kazu B. Zordan used a physical model to map optical motion capture data to corresponding skeletal motion [15]. L. Herda performed studies for capturing skeletal motion as well [5]. Greg Welch et. al. introduced the Hi-Ball Tracking System [13]. This enabled Virtual Reality applications by generating over 200,000 head-pose estimates per second with very little noise and latency. Hirokazu Kato studied marker analysis for an application in augmented reality conferencing [7].

The key challenges are fast marker detection and fast processing. In this paper we first focus on marker identification problem, which is the first step of further marker sequence analysis. One way to model the marker identification problem is through marker tracking. A large amount of research effort has been conducted on this topic [14] in computer vision. The motion of all markers as a set is non-rigid since it articulates human motion. While rigid transformation approximates well for very small human movement, such as swaying, it is not suitable for the motion patterns in our task. Therefore, the non-rigidity brings difficulties to many marker tracking approaches such as the Kalman filter [2, 4]. Another solution is to track each marker independently and use essentially the local proximity to decide marker correspondences. This works fine when marker motions are small and reliable, but this condition is often violated in our study. More relevant technologies can be found in [14], such as [3, 20, 16].
Our goal is to provide a reliable and efficient solution to the marker sequence tracking/identification problem. Given the labeling of an initial frame, we render the problem as a point set corresponding problem and apply pair-wise distance constraints for markers from rigid parts of human body. We further improve the speed by restricting search of three nearest neighbors when forming candidate label sets. The proposed approach was tested on 38 sequences in comparison with the current semi-automatic proprietary system and the Iterative Closest Point (ICP) approach [1, 22]. The results show that our method not only significantly improves previous used semi-automatic system, but also runs much faster. Our method requires no manual labor except the labeling of the initial framework, which largely reduces the tedious human work. We also show the by showing our method provides more accurate results than an application of the ICP method.

2 Problem Formulation

We define a marker motion sequence as \( S = \{I_t\}_{t=1}^n \), which contains \( n \) frames of marker positions. In a reference frame \( I_r \), there are \( N \) identified marker positions and corresponding labels \( l_i = \{1, \ldots, N\} \) that are either manually or automatically labeled. In the rest of frames, markers are all un-identified. Let the \( t \)-th frame be \( I_t = \{p_{t,i}\}_{i=1}^{N_t} \), \( t \neq 1 \), where \( N_t \) is the number of markers in \( I_t \), \( p_{t,i} \) is the position of the \( i \)-th marker. The identification task is to find a mapping \( \pi : \{1, \ldots, N_t\} \rightarrow \{0,1,\ldots,N\} \), such that \( p_{t,i} \) and \( p_{1,\pi(i)} \) are from the same marker if \( \pi(i) > 0 \). Our task has the following challenges:

- **Missing markers.** There are often some markers missing due to occlusion or system errors.
- **Ghost markers.** Spurious markers sometimes appear, which do not correspond to any marker labels. These markers are called ghost markers due to their unpredicted spatial and time appearance. The ghost markers are caused by signal detection errors and the dropping of markers during human motion.
- **Efficiency.** Currently, using a propriety semi-automatic procedure with a commercial system, it takes a post doctoral researcher several hours to annotate a two-minute captured marker sequence.

We now use a toy example (shown in Fig. 1) to illustrate the matching process and our solution. We let \( P = \{p_1, p_2, \ldots, p_N\} \) be the positions of \( N \) identified markers at time \( t - 1 \) and let \( Q = \{q_1, q_2, \ldots, q_N\} \) be the positions of \( N \) un-identified markers at time \( t \). Examples with \( N = 7 \) are shown in Fig. 1 (a) and (b).

Many previous systems used in physical therapy study build the mapping \( \pi(.) \) through nearest neighbor matching. In other words, the solution intends to reduce the following cost:

\[
C(\pi) = \sum_{i=1}^{N_t} |p_{t,i} - p_{r,\pi(i)}|^2.
\]  

Such a solution, while efficient, is problematic with the presence of missing and ghost markers. We developed a second order cost method to improve the matching.
Fig. 1. Pair-wise distance constraints for marker identification. (a) An identified marker set P at frame t-1. The links between points show the skeleton of two arms viewed from the top of the skeleton, such that p₁ to p₅ are markers on the left arm and where p₆ to p₁₀ are markers on the right arm. (b) The marker set Q at frame t, which is to be matched to P. (c) Matching results without consider pair-wise distance. (d) Resulted skeleton from (c). (e) Resulted skeleton from the proposed matching.

Intuitively, we can include in (1) the deformation constraints from all pairs of markers. Such a direct solution is very expensive and practically un-necessary. It is natural to restrict the constraints in selected pairs of markers that reflect human motion structures, e.g., the links between a hand and an elbow, but not the link between the head and an ankle. Denote \( E = \{ (i, j) \} \) as the set of such links, we now extend (1) as following:

\[
C(\pi) = \sum_{i=1}^{N_t} |p_{t,i} - p_{r,\pi(i)}|^2 + \lambda \sum_{(i,j) \in E} c(p_{t,i}, p_{t,j}; p_{r,\pi(i)}, p_{r,\pi(j)}).
\]  

(2)

where \( \lambda \) is the regularization weight, \( c(\cdot) \) is the cost of matching segment \( (p_{t,i}, p_{t,j}) \) to \( (p_{r,\pi(i)}, p_{r,\pi(j)}) \). Intuitively, the first term on the right hand side models "proximity constraints" and the second term models "geometric constraints", which is defined by the deformation between pairs of markers. A natural selection of \( c(\cdot) \) is the absolute difference between Euclidean distances \( |p_{t,i}p_{t,j}| \) and \( |p_{r,\pi(i)}p_{r,\pi(j)}| \), that is:

\[
c(p_{t,i}, p_{t,j}; p_{r,\pi(i)}, p_{r,\pi(j)}) = ||p_{t,i}p_{t,j}|| - ||p_{r,\pi(i)}p_{r,\pi(j)}||.
\]  

(3)

For efficiency, we pre-compute the pairwise distance matrix \( D_{r,j} = |p_{r,j} - p_{r,j}| \). An example reference frame with annotation is shown in Fig. 2.

Directly minimizing the cost function is very expensive. Instead, we turn to find a heuristic solution by taking into account first the proximity constraints and then the geometric constraints.

3 Algorithm

Our task is to find the matching \( \pi(\cdot) \) from current frame \( I_t \) to the reference frame \( I_r \). Motivated by the above discussion, we propose a two-stage solution for finding the matching \( \pi(\cdot) \), followed a step to update the reference frame \( p_r \).

The first stage addresses the proximity constraint, i.e., \( \sum_{i=1}^{N_t} |p_{t,i} - p_{r,\pi(i)}|^2 \). For this purpose, we build candidate labels \( C_t \subset \{ 0, 1, \ldots, N \} \) for each point \( p_{t,i} \in I_t \).
Specifically, for each $p_{t,i}$, we first choose the three markers from $I_t$ that are closest to it. Then further check these three candidates based on their absolute distances from $p_{t,i}$ and how they related to each other. After this step, the complexity of our matching task is largely reduced to picking the best candidate from $C_i$, which contains at most three candidates. The candidate set $C_i$ may contain 0-3 candidate labels for point $p_{t,i}$. Our problem then contains two tasks: reducing the ambiguity for $|C_i| > 1$ and solving matching conflicts. Both tasks are dealt in the second stage.

The second stage addresses the geometric constraint, i.e., \[ \sum_{(i',j') \in E} c(p_{t,i}, p_{t,j'}, p_{t,E(i)}, p_{t,E(j')}). \]
We use the pairwise constraints for this purpose. In particular, for each candidate label $j' \in C_i$, the distances from $p_{t,j'}$ to its linked neighbors should be similar to the distances from $p_{t,i}$ and its potential neighbors. This heuristic solution is effective in the physical therapy application, since high frame rate is used and the variation are either very small (for true correspondence) or are fairly large (for ghost points).

After these two stages, we also need to update the reference frame. This is based on fusing the previous reference frame with the new matching result. One challenge here is caused by missing markers, especially continuous missing markers. Fortunately, the pairwise constraints provide again reliable way to recover them. The basic idea is that, for a missing marker, the positions of its neighbors can provide a strong constraint for its position. The details of the whole algorithm is summarized in Algorithm 1. In the algorithm, the thresholds $\tau_k$, $k = 1, 2, \ldots, N$ are used for determine ghost points. We use $\tau_k = 0.25$ for all labels except for $\tau_6 = 0.4, \tau_9, \tau_{21} = 0.35$. The three exceptions are for elbows and T-1 bone's positions, which are usually unstable due to large human motion and system errors.

4 Experimental Results

4.1 Database

We use a human motion database including 38 sequences, 27 of which come from non-patients and the rest come from patients. The sequences consist of the subjects taking a
Algorithm 1 Automatic Marker Matching

1: Input: The reference frame \( I_r \) and the frame \( I_i \).
2: \( U \leftarrow \emptyset \).
3: for \( i = 1..N_i \) do
4: For \( p_{i,j} \), find its three nearest markers in \( I_r \), denote their labels as \( l_1, l_2, l_3 \).
5: Calculate their distances \( d_{1}, d_{2}, d_{3} \) to \( p_{i,0} \). Without loss of generality, \( d_1 \leq d_2 \leq d_3 \).
6: if \( d_1 < d_2/4 \) then
7: \( C_i \leftarrow \{ l_1 \}; U \leftarrow U \cup \{ l_1 \} \)
8: else
9: if \( d_1 \geq d_2/4 \) and \( d_1 < d_3/4 \) then
10: \( C_i \leftarrow \{ l_1, l_2 \} \)
11: else
12: \( C_i \leftarrow \{ l_1, l_2, l_3 \} \)
13: end if
14: end if
15: end if
16: end for
17: Remove duplicates in \( U \)
18: for \( i = 1..N_i \) do
19: \( \pi(i) \leftarrow 0, \quad */\text{default, ghost point}/*/\)
20: if \( |C_i| = 1 \) then
21: \( \pi(i) \leftarrow C_i(1) \)
22: else
23: for \( k \in C_i \) do
24: for \( p_{i,j} \) whose label \( j \in U \cap E_k \), where \( E_k = \{ m : (m, k) \in E \} \) do
25: \( e_{k,j} = ||p - p_{i,j} - D_{k,j}||/D_{k,j} \)
26: end for
27: \( e_k = \max_j \{ e_{k,j} \} \)
28: end for
29: \( e = \min_k \{ e_k \} \)
30: \( l = \arg\min_k \{ e_k \} \)
31: if \( e < \tau_l \) then
32: \( \pi(i) \leftarrow l \)
33: end if
34: end if
35: end for
36: Update the reference frame \( I_r \) accordingly.

Few steps forward or backward, as well as sitting down or standing up. Each sequence contains approximately 7800 frames. All sequences are 120 frames per second. Each marker is labeled manually by an expert using semi-automatic software (Motion Analysis from Santa Rosa, CA) for comparison. As shown in Fig.2, the ground truth number of markers is 34 for all sequences, but because of missing or ghost markers, the number of markers in a frame varies from 28 to 36. Our algorithm only uses one frame as the manually labeled frame, which may contain ghost markers.
Fig. 3. A frame with different identifications. Left: results from semi-automatic labeling. Right: results of our method

The sequences from non-patients usually have rare missing markers but may contain ghost markers, while the patient sequences often contain lots of missing and ghost markers. Therefore, the patient sequences are more difficult and interesting.

4.2 Comparison with Manual Marker Labeling

We compared the results of our algorithm with those from manual labeling using a semi-automatic commercial software. We compare the results frame-by-frame. We are mainly interested in frames where the two methods generate different labels. For the 27 non-patient videos, all the identification results are the same. This means that our method works as well as Motion Analysis. Using our algorithm eliminates the human intervention and is much faster (a few minutes as opposed to a few hours of manual labeling).

For the 11 patient videos, which are more pertinent within the context of physical therapy applications, our method generates different label configurations from the semi-automatic system in 2333 frames. By analyzing these frames one-by-one carefully, we find that whenever our method disagrees with the previous solutions, it is either due to the incorrect labeling of the previous system or due to the ambiguity in marker positions. Specifically, among the 2333 frames, our predictions are correct in 2259 frames, and the remaining 74 frames have ambiguous labels. One example is shown in Fig. 3. For example, in some frames, two markers may be very close in proximity to each other. Also, a marker may be largely disturbed in one axis for several frames.

In summary, the experimental results show that our method outperformed the commercial system with manual marker labeling. In addition, our method runs about 70 seconds per sequence with current Matlab implementation. This is extremely fast compared with previous solutions that usually take an expert five to six hours.
Fig. 4. A frame with different identifications. The marker near T-1 bone should be labeled 6 (T-1 bone) as right figure showed, however, it's incorrectly labeled 34 by human.

Fig. 5. A frame with different identifications. The marker near T-1 bone should be labeled 6 as shown in the right figure, however, it is incorrectly labeled as a ghost marker.

4.3 Comparison Without Pairwise Constraints

We also compared our method with a method without pairwise constraints. The proposed method certainly outperforms nearest principal method when the frame is far away from human-labeled frame. This means that the inner distance constraints play an important role in matching.

4.4 Comparison with Iterative Closest Point Algorithm

The Iterative Closest Point Algorithm [1, 22] is used to minimize the difference between two point clouds. The algorithm takes in two groups of points and outputs the transformation parameters between them. The first step is to associate the points between the groups by nearest neighbor criteria. Next, the transformation parameters are estimated using a mean square cost function. The points are then transformed using the estimated
Fig. 6. A frame with different identifications. The marker near right leg should be a ghost marker as right figure showed, however, it is incorrectly labeled 13—right thigh.

Fig. 7. A frame with different identifications. The marker near head should be a ghost marker as right figure showed, however, it is incorrectly labeled as 11—L4/L5.

parameters, and the process is repeated a number of times based on a predetermined stopping criteria.

We can use this method as a comparison tool to our algorithm. Using ICP, we can go frame by frame and determine the point in the previous frame that corresponds to each point in the current frame. Using an initially labelled frame, we can find the corresponding points in the next frame, and then label these points with the same labels as in the previous frame. We repeat this process with the entire sequence, using the most recently labeled frame as the new ground truth each time. After this process, we will have an array of frame label predictions in a similar format as the results produced in our algorithm.

Using fourteen different sequences, we used both the ICP algorithm and our algorithm to predict labels for all frames, given one initially labeled frame for each sequence. We then compared the labelling results for each frame from the two algorithms. If the results of a frame differed, a diagram of both algorithms’ labels for that frame was
Fig. 8. An example comparison between the Iterative Closest Point algorithm and the Automatic Marker Matching algorithm. In this frame, the Automatic Marker Matching algorithm is more effective.

saved as an image file. After going through all sequences, we went through each of the images created to see which algorithm produced a better set of labels for that frame. We have a correctly labeled initial frame for each sequence, so we know the basic structure to look for when analyzing these files. Figure 8 is an example of these image files.

Of the 19,620 frames found, the Automatic Marker Matching algorithm performed better in 17,842 of them (90.94%), while the ICP algorithm performed better in 689 frames (3.51%). In 1,089 frames (5.55%), the visual difference was too small to declare one algorithm more effective than the other.

5 Conclusion

In this paper we reported a fast and robust algorithm for automatic infrared tracked marker identification for physical therapy applications. Our method uses both proximity and pairwise constraints. Experiments showed that our method not only generates better accuracy than the current commercial system, but also runs much faster. We expect to apply the reported method to production runs and exploit other potential motion analysis applications.
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